
  

Biol 531 – Advanced topics in 
biological data analysis

Linear Models
● Course content
● Review of hypothesis testing, t-tests



  

Statistical survival skills for biologists
● This class will focus on analytical skills that are needed by 

professional biologists
● To function as a biological scientist, you need to be able to:

– Design studies
– Analyze data
– Present results
– Interpret the literature



  

Study design
● Focus on the logical construction of studies
● Why do we use:

– Randomization?
– Control groups?

● How do we get reliable experimental results in the face of:
– Confounded variables?
– Random variation in outcomes?

● How do fields that are unable to routinely use manipulative experiments make 
progress?
– How can we use our understanding of experimental design to improve non-

manipulative studies?



  

Analyze data
● Graphical, descriptive analysis – looking at your data

– What are the major patterns?
– How are the data distributed? Are there outliers?

● Evaluating hypotheses about the structure in your data
– How do you match an analytical technique to the question you are 

asking?
– How do you reach scientific conclusions based on statistical 

analytical results?



  

Interpreting the literature
● Become a critical consumer of the primary literature

– What statistical techniques are being used, and why?
– How to interpret presented results? Is the p-value enough?
– Which are alternative approaches to the same analysis, and which 

are addressing different questions?
● You should know what authors assume you will know, and thus 

don’t bother explaining to you
● Some examples...



  

Cell/molecular bio

If they don’t explain, you’re expected to know already



  

Ecology



  

Physiology



  

Some exotic, new developments...



  

Why statistical analysis?
● Did you really get into Biology to study statistics?
● It’s everywhere, can’t avoid it, assumed you know it...why, 

exactly?



  

How do we know what we know?
● In science, we base what we know on evidence
● Experiments are the workhorse, the source of much of our evidence
● But, we work with biological material, which is variable
● This causes experimental uncertainty
● Example – conduct an experiment testing the effectiveness of a fertilizer 

for growing crops
– Two groups (fertilizer treated and 

control)
– Which gives more yield?

● Some hypothetical data (quick demo...)



  

What we learned from the demo...
● Even if there is no effect of treatment, 

two samples can have means that 
look quite different

● Identical sample means almost never 
happen, even if there is no difference 
at the population level

● If there is a difference at the 
population level, the samples of data 
will start looking different consistently 
(more convincingly when the 
difference is large)



  

Random differences can look real
● Simulated data sets were randomly selected from a single 

normal distribution with a mean of 100 kg
– Randomly selected ten data points and called them “treatment”
– Randomly selected ten other data points and called them “control”

● We only know this because I made up the data
● Normally, we don’t know whether the experimental outcome is a 

real biological effect, or just random sampling
● So, what do we do to avoid being fooled by chance differences?



  

Drawing conclusions in the face of uncertainty
● We can’t know for sure if experimental differences are real or 

just random sampling variation
● But, we can estimate the sizes of differences between groups to 

expect from random sampling
● We can then ask whether our observed differences are big 

compared to what we expect to get from random sampling
● How much variation to expect from random sampling? A 

simulation...



  

What we learned from the simulation
● Randomly sampling two groups from the same 

population many times results in:
– Bell-shaped distribution of differences between 

means
– Many small, near zero differences
– The bigger the difference the less likely it is to 

occur by chance
– The larger the sample size the less variability in 

differences occurs
– Any given difference is likely to be different from 

zero, but on average the differnences are zero
– The Student’s t-distribution is a good mathematical 

model for this sampling distribution of differences



  

Standard error = measure of spread in the 
sampling distribution

● We measured standard error in the simulation by generating thousands 
of random differences and calculating their standard deviation

● This isn’t possible in the real world – we do experiments once, not 
thousands of times

● Fortunately, there is a simple relationship between the standard 
deviation of the data and the standard error of the sampling distribution 
– sx̅ = s/√n

● Both the standard deviation of the data (s) and the sample size (n) are 
known for a single sample, so we can estimate the standard error from 
a single sample of data



  

Standard error of a difference
● But, we have difference between two means, not a single mean
● The standard error of a difference between 

means is calculated with:

● This is a measure of how much random variation we expect, if there is no difference in 
means for the control and treatment populations

● We can compare the amount of difference between our treatment and control group 
sample means
– If the amount of difference between the groups is big comlpared to this se, we have confidence that 

the treatment had an effect (the difference is probably not random)
– If the amount of difference is not big compared to this se, it could easily just be random variation, 

and not a real treatment effect

sdiff=√ scontrol2

ncontrol
+
streatment
2

n treatment



  

For example...
● Control:

– X̅ = 101.2
– s = 10.5
– n = 10

● Treatment:
– X̅ = 107.0
– s = 9.3
– n = 10

sdiff=√ 10.5210
+ 9.3

2

10
=4.2

Difference between 
means is 5.8, which is 
5.8/4.2 = 1.38 standard 
errors

Is this a lot?



  

Using the t-distribution as a model of random 
sampling

● We can use the t-distribution to tell us if 1.38 standard errors 
between the means would happen commonly, or uncommonly, 
due to random sampling

● Back to the web pages...



  

What we learned from the t-distribution app
● With our n = 10, df = 8, 95% of 

random differences fall within 
2.26 standard errors of zero

● If we take 2.26 as a benchmark 
of typical sizes for random 
differences, our difference of 
1.38 s.e. is not very big – we 
can’t be confident it’s a real 
difference



  

Hypothesis testing
● This general approach is often formalized into a null hypothesis significance test
● Start by hypothesizing no difference between population means (i.e. no effect of 

treatment, the null hypothesis)
– Symbolically, Ho: μcontrol = μtreatment 

● Calculate the amount of difference between the groups observed in the sample means, 
as a test statistic
– tobserved = difference/(standard error of difference)

● Use the t-distribution as a sampling distribution to calculate the probability of obtaining 
the difference observed by chance, if the null is true (the p-value)

● If the p-value is < 0.05, reject the null – conclude that there probably is a difference 
between population means

● If the p-value is > 0.05, retain the null – conclude that the population means are the 
same (or, rather, that your data do not give you enough evidence to conclude otherwise)



  

Our example as a t-test
● Our observed t-value of 1.38 

above or below the mean 
difference of 0 encompasses 15% 
of the random difference expected

● Or, p = 0.15
● Since p > 0.05, we retain the null
● This is a two-tailed test – random 

differences as big as we observed, 
but in either direction, are included



  

Errors in hypothesis testing
● The benchmark we compare p against is our alpha level

– Usually set to 0.05
– Since p < 0.05 causes us to reject, this is the probability of a random outcome large 

enough to cause us to reject the null
– It is thus an error rate – if we get a random difference that we conclude is non-random, 

this is a Type I error = a false positive
● We can also get differences that are real, but are so small they could easily have 

been random
– When this happens, p > 0.05, even though the difference is real
– The probability of this is beta, and it is the probability of a Type II error = a false negative
– The probability of detecting a difference when there is one there to detect is 1-β, and is 

called statistical power



  

Populations are 
different

Populations are not 
different

Reject the null No error Type I error

Retain the null Type II error No error

Possible outcomes of our test – types of 
errors

Set by you 
(-level)

Determined by size of difference, sample 
size, sampling variation (b errors)



  

Effects of sample size on error
● Error can never be eliminated, but we do have some control over the 

chances of an error
– Type I error (α) is set by you when you decide the p-value that will indicate a 

positive result (i.e. a rejected null)
– Type II error (β) isn't set, but can be minimized with large sample size and good 

experimental design
● For a particular sample size, they trade off

– Lower chance of Type I error → higher chance of Type II
– Lower chance of Type II → higher chance of Type I

● Only way to reduce Type II without increasing Type I is to increase sample 
size (or collect data more carefully)

● Another online illustration...



  

Types of t-tests – matching analysis to design

Design Example t-test type

Two groups 
compared

Treatment vs. control 2-sample t-test

One group compared 
to a hypothetical 
mean

Mean body 
temperature of the 
class vs. 98.6

1-sample t-test

Measurements of 
paired samples

Right bicep 
circumference vs. left 
bicep circumference

Paired t-test



  

One-sample designs
● A single set of measured data is collected, and a sample mean is 

calculated
● This mean is compared against a number, representing the 

hypothetical mean for the population
– Simple example would by something like normal body temp, 98.6° (the 

example you will use for the review exercise)
– Null hypothesis is Ho: μ = 98.6, if you reject the null conclude populaton 

body temp is not 98.6
● Not very common, because we don’t usually know what the 

population parameter should be, and need to estimate it from data



  

Paired designs
● Two-sample design, but the data points are not independent between the groups

– Usually because they are two different measures of the same subjects (before/after 
treatment, right/left side of body, etc.)

● Problem is that variation between the experimental subjects can obscure small, 
consistent differences

● Solution is to use the difference between the two sets of measurements
– Example: measure uptake of CO2 in a set of plants grown in chambers with low 

atmospheric CO2, and then in chambers with high atmospheric CO2 (the example you 
will use for the review assignment)

– Compare mean of differences against 0 (Ho: μdiff = 0) with a one-sample t-test
– If the null is rejected conclude that the differences are not 0 at the population level



  

Assumptions of tests
● Statistical assumptions are the conditions that need to be true for the test to 

work as expected
● General statistical assumptions

– Observations are randomly sampled
– Observations are independent

● “Parametric” assumptions (needed for the t-distribution to be an accurate 
model of random sampling)
– Variances between the groups are equal (two-sample t-tests only...why?)

● A.k.a. homogeneity of variances, homoscedasticity
– The populations are normally distributed (differences are normal in a paired t)



  

Violating the HOV assumption

Note: there are ways to treat lack of homogeneity of variances... 
more later

No difference in 
mean

Big differences 
between black 
and red will 
happen more 
commonly



  

Violating the normal population assumption

We can test for this, and if the data are non-normal we may treat the 
data (transformations), or use a different type of test 
(nonparametrics) – more later



  

Take-home: the purpose of hypothesis testing
● Random sampling can produce results that look like real 

experimental effects
● You can never be completely certain that your results are not 

just random sampling variation
● But, you can calculate the probability that your results are 

random sampling variation, and draw conclusions in light of this 
uncertainty
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